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Abstract This chapter discusses counter-forensics, the art and science of impeding
or misleading forensic analyses of digital images. Research on counter-forensics is
motivated by the need to assess and improve the reliability of forensic methods in
situations where intelligent adversaries make efforts to induce a certain outcome of
forensic analyses. Counter-forensics is first defined in a formal decision-theoretic
framework. This framework is then interpreted and extended to encompass the re-
quirements to forensic analyses in practice, including a discussion of the notion of
authenticity in the presence of legitimate processing, and the role of image models
with regard to the epistemic underpinning of the forensic decision problem. A termi-
nology is developed that distinguishes security from robustness properties, integrated
from post-processing attacks, and targeted from universal attacks. This terminology
is directly applied in a self-contained technical survey of counter-forensics against
image forensics, notably techniques that suppress traces of image processing and
techniques that synthesize traces of authenticity, including examples and brief eval-
uations. A discussion of relations to other domains of multimedia security and an
overview of open research questions concludes the chapter.

1 Definition of Counter-Forensics

This final chapter changes the perspective. It is devoted to digital image counter-
forensics, the art and science of impeding and misleading forensic analyses of digital
images.
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Digital image forensics has become a hot topic over the past couple of years.
Initially academic schemes found applications in domains like law enforcement,
intelligence, private investigations, and media. Passive image forensics has promised
to reestablish trust in digital images, which otherwise were deemed too easy to
manipulate. But what stops perpetrators, spies and swindlers, who make efforts to
manipulate images for their own profit anyway, from finding out forensic investi-
gators’ latest tricks and techniques? Then they can use this knowledge to cover up
traces or—even worse—plant misleading traces.

Many forensic algorithms were not designed with such behavior in mind, hence
they are easy to deceive. To justify the additional trust we place in digital images
through forensics, it is important that the limits of forensics are known and will
eventually be overcome. The only alternative would be a closed infrastructure of
trustworthy acquisition devices that authenticate images actively [15]. This vision is
certainly costly and most likely politically unviable. The other apparent solution of
keeping passive forensic techniques secret is determined to fail. Its advantages are
only temporary and highly uncertain [23]. Not to mention that the chain of causality
leading to a conviction in a public court must withstand scrutiny of independent
experts, who would learn the techniques and potentially compromise their secrecy.

The research field that challenges digital forensics and systematically explores
its limitations against intelligent counterfeiters is called counter-forensics, or anti-
forensics. Both terms are used synonymously in the literature. We prefer the former
because it better reflects the pragmatic reaction to forensics, as opposed to a nor-
mative disapproval of forensics. Counter-forensics stands in a equally productive
relation to forensics like cryptanalysis to cryptography. Therefore we borrow from
the cryptanalysis terminology and call a counter-forensic scheme attack (against
forensics). This reflects the strategic intention of the counterfeiter’s action.

Besides the need to assess and improve the reliability of forensic methods, two
more reasons motivate research on counter-forensics. First, many forensic techniques
link images to the circumstances of their acquisition, e. g., the acquisition device or
time. This indirectly reveals information about identities of the author or depicted
subjects. This is not always desired. Researchers have studied systems providing
unlinkability and anonymity in digital communications for some time [37]. All these
efforts are useless if the link to the subject can be reestablished by forensic analysis
of the message. Hence counter-forensic techniques to suppress traces of origin in
digital images are a relevant building block for anonymous image communication,
which can be useful in practice to protect the identity of sources, e. g., in the case of
legitimate whistle-blowing.

Second, some authors argue that counter-forensics, if implemented in image acqui-
sition devices, can be useful to hide details of the internal imaging pipeline and thus
discourage reverse engineering [43]. We mention this motivation for completeness,
but remain reserved on whether current counter-forensics is ripe enough for this
purpose. Our main concern is that counter-forensics often imply a loss of image
quality. Camera manufacturers, for instance, compete on quality. It is questionable if
they would sacrifice a competitive edge for making reverse engineering a little harder.
Yet we are curious to see promising applications in the future.
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The outline of this chapter is as follows. In the next section, we define counter-
forensics formally in a general decision-theoretic framework. This framework is
interpreted and extended to encompass the requirements to forensic analyses in
practice in Section 3, including a discussion of the notion of authenticity in the
presence of legitimate processing, and the role of image models with regard to
the epistemic underpinning of the forensic decision problem. Section 4 develops a
terminology that distinguishes security from robustness properties, integrated from
post-processing attacks, and targeted from universal attacks. Section 5 contains a
technical survey of counter-forensics against image forensics. The survey is structured
by techniques that suppress traces of image processing and techniques that synthesize
traces of authenticity. It includes examples of each technique as well as a brief
evaluation. Section 6 adds a discussion of relations to other domains of multimedia
security, notably steganography and robust digital watermarking. We conclude this
chapter with an overview of open research questions in the final Section 7.

2 Theory

Digital image forensics refers to the collection of scientific methods to systematically
infer particulars of an unknown image generation process from a given (set of) digital
image(s). For a formal treatment of image forensics and counter-forensics, we have
to define this generation process (Section 2.1), then describe forensic inference as a
decision problem (Section 2.2), before counter-forensics can be introduced as means
to influence the outcome of such decisions (Section 2.3).

2.1 Image Generation

Generation of natural images links the real world with digital representations thereof.

Definition 1. The image generation function generate : N ×Θ →I maps obser-
vations of the infinite set of all conceivable natural phenomena N ∈N to the finite
set of digitized images I ∈ I . This mapping is parametrized with a collection of
parameters θ ∈Θ .

The parameters include, inter alia, the perspective, the time of the acquisition, the
choice of the acquisition device, and its configuration (e. g., settings, lenses). It is
convenient to understand the image generation process as a combination of both the
image acquisition with a digital imaging device and subsequent post-processing.

Definition 2. Function generate is composed of a concatenation of an image ac-
quisition function acquire ∈ A : N → I and an image processing function
process ∈P : I + → I , where acquire and process are elements of the respec-
tive families of functions A of all possible image acquisition methods and P of
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all possible image processing operations. The exact composition is defined by the
parameters θ of generate.

In the above definition, operator + is the ‘Kleene plus’, which for a given set
I is defined as I + =

⋃
∞
n=1 I n. Hence, function process may take an arbitrary

positive number of digital images as input. The block diagram in Figure 1 illustrates
the concept of image generation suggested by Definitions 1 and 2 (ignoring the
possibility of multiple inputs to function process for the sake of simplicity). The
case of passive–blind image forensics implies that the forensic investigator has no
influence on generate (passive) and her knowledge about generate is limited to the
information given in the image under analysis (blind).

knowledge of a passive–blind forensic investigator

N ∈ N

natural
scene

acquire ∈ A

image
acquisition

process ∈ P

image
processing

I ∈ I

image under
analysis

image generation

generate(θ ∈Θ)

Fig. 1 General image generation function in the context of passive–blind image forensics

There exist two parameter settings that deserve a special note. First, digital images
not necessarily undergo a processing step after initial acquisition with a digital
imaging device. Set P thus explicitly includes the identity function, ⊥P : I 7→ I, i. e.,
no post-processing.

Definition 3. All image generation functions (acquire,⊥P) ∈A ×P produce orig-
inal images as opposed to processed images that result from generation functions
(acquire,process) ∈A ×P \{⊥P}.

Similarly, set A includes a pathologic function,⊥A , which refers to no acquisition
with an imaging device. This is particularly useful to differentiate between natural
images and computer-generated images.

Definition 4. All image generation functions (acquire,process) ∈A \{⊥A }×P
produce natural images as opposed to computer-generated images that result from
generation functions (⊥A ,process) ∈A ×P . By definition, computer-generated
images are processed images.

A further important attribute with regard to the image generation process is the
notion of authenticity. A digital image I is called authentic if it is a valid projection
of the natural phenomenon N . Instances of process may impair authenticity.
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To give a formal definition of authenticity, we note that the projection of one
particular natural phenomenon N to an authentic image is not necessarily unique.
There may exist many different mappings that yield semantically equivalent images.
This means each element in a set of many different images I1 6= I2 6= · · · 6= In is a
valid representation of the same realization of nature N . For example, in many cases
it makes no difference with which digital camera a given event is captured, but each
camera will produce a slightly different image. Within certain limits also the change
of resolution or lossy compression may retain an image’s authenticity. In this sense,
authenticity is an attribute of the tuple (I,θ ,N ) where N must be the realization of
N under parameters θ .

Intuitively, also the semantic meaning of an image refers to the link between a
depicted scene and the corresponding natural phenomenon. Yet this is more difficult
to formalize, as the association of semantic meaning requires interpretation and it is
highly context-dependent in general. We work around this difficulty and assume that
semantic equivalence is measurable between images.

Definition 5. Two images I and J ∈ I are semantically equivalent if there exists
N ∈N such that

|dist(I,N )−dist(J,N )|< d,

where dist : I ×N →R+ is a measure of the semantic distance between an image
and a—real or imaginary—natural phenomenon, and d is a given threshold.

The semantic resolution is the ability of function dist to differentiate between
very similar natural phenomena for a fixed image I. This resolution depends on the
quality of an image, or, more precisely, on the information conveyed in an image I
about N . Threshold d has to be chosen commensurate with the semantic resolution
of the image with the lowest quality.

Equipped with the notion of semantic equivalence, we can finally define what
qualifies an image as authentic.

Definition 6. All original natural images are authentic. Furthermore, for a given
authentic image I = generate(N ,θ), a processed version J = process(I) is called
authentic if I and J are semantically equivalent with respect to N .

Definitions 3 and 6 reflect the subtle yet significant difference between processed
and counterfeit images. While each non-trivial instance of process destroys the
originality of an image, it not necessarily impairs its authenticity. Whether or not
a processed image will be considered as counterfeit ultimately depends on a given
context and established habits. We further point out that computer-generated images
are not counterfeits by definition, because function process can always be defined
to replace a natural image with a computer-generated version (or parts thereof).
This is viable as long as synthesis algorithms are sophisticated enough to generate
semantically equivalent images.

Figure 2 gives a schematic overview of the different classifications of digital im-
ages discussed so far. Each of the three layers depicts a different partition of the same
function space A ×P . The square in the lower left corner is left blank intentionally,
as processing functions (⊥A ,⊥P) have no practical and meaningful equivalent.
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{⊥P} P \{⊥P}

A \{⊥A }

{⊥A }

authentic
counterfeit

original
processed

natural
computer-generated

Fig. 2 Function space A ×P of conceivable combinations of image acquisition and processing
functions along with different classifications of the resulting digital images

2.2 Digital Image Forensics as a Classification Problem

The ultimate objective of passive–blind image forensics is to infer the authenticity
of a given image without knowledge about the inputs of generate, notably the scene
N and the parameters θ . Yet authenticity is often too hard to prove, so that forensic
investigations resort to the inference on the inputs to generate. These serve as
indicators which can be combined with side-information from other sources to make
statements about the authenticity. Forensic analyses are possible if the functions
acquire and process leave identifying traces in the resulting images. These traces can
be used to distinguish between samples from different generation processes. Hence,
digital image forensics is best described as a classification problem.

2.2.1 Classes in Digital Image Forensics

Forensic investigators define classes C0, . . . ,Ck to encapsulate parameter ranges of
the generation function. The choice of the class space, denoted by C , depends
on the concrete application. For example, manipulation detection is usually stated
as binary classification problem, |C | = 2, with one class C0 for original images
and another class C1 for processed images. In the case of source identification, the
classes represent different imaging sources, e. g., different digital camera models or
individual devices (typically |C | � 2).

Definition 7. A class C ∈C partitions the function space A ×P into two subspaces,
(A ×P)(C) and (A ×P)(6C) so that all images I(C) generated by (acquire,process)∈
(A ×P)(C) share common identifying traces.

Convention. To keep notations simple, we use I(k) equivalent for I(Ck) when referring
to instances of images of a particular class Ck ∈ C . Moreover, we write I(0) for
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authentic images and I(1) for counterfeits whenever the context prevents ambiguities
and the class space contains only these two classes.

Definitions 1–7 allow us to express various kinds of image forensics in a unified
formal framework, as illustrated by the following examples.

Example 1. Natural versus computer-generated images: Class C0 of natural im-
ages contains all instance of images I(0) generated by functions in the subspace
(A \{⊥A }×P). Class C1 of computer-generated images entails all instance of
images I(1) generated by functions in the subspace ({⊥A }×P).

Example 2. Manipulation detection: Class C0 of original images contains all in-
stances of images I(0) generated by functions in the subspace (A ×{⊥P}). Class
C1 of processed images entails all instances of images generated by functions in the
subspace (A ×P \{⊥P}).

Example 3. Source identification via sensor noise: Class Ck of acquisition with sensor
k = 1, . . . contains all instances of images I(k) generated by functions in the subspace
(Ak×P) where Ak ⊂A is the set of all image acquisition functions of sensor k
and

⋂
k Ak = /0.

Example 4. (Ideal) temporal forensics: Class Ct1,t2 of images acquired in the time
interval t1 < t < t2 contains all instances of images I(Ct1 ,t2 )

generated by functions
in the subspace (At1,t2 ×P) where At1,t2 ⊂ A is the set of all image acquisition
functions invoked between time t1 and t2. In practice, temporal forensics today
requires prior knowledge of the acquisition device so that more specific partitions
have to be defined.

Note that classes are intentionally defined by partitioning the image generation
process, not the image space I . This is why in the examples above, we refer
to instances of images, i. e., outputs of specific invocations of generate. A given
image I ∈I with unknown provenance may be the result of different generation
functions spanning more than one class. To resolve this ambiguity in the possibilistic
framework, it is useful to take a probabilistic perspective.

Definition 8. Function PC : I → [0,1] is the likelihood function returning the condi-
tional probability Pr(I |C) of observing image I if the generation process falls in the
partition of class C. The probability reflects the empirical distributions of N ∼N
and (acquire,process)∼ (A ×P)(C).

This probabilistic perspective allows us to quantify the ambiguity and derive
decision rules, which on average minimize forensic decision errors.

2.2.2 Decision Rules

Given a class space C , |C | ≥ 2, and an observed digital image I with unknown class,
the forensic investigator needs a decision rule to assign I to a class C∗.
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Definition 9. A digital image forensics algorithm is given by a function decide :
I → C that assigns an image I ∈I to a class C ∈ C .

This decision rule now partitions the image space into disjoint classes, I =
⋃

k Rk,
such that all elements within a decision region Rk are assigned to class Ck,

Rk = {I ∈I | decide(I) = Ck} . (1)

It is reasonable to assume that decisions are based on the the class probabilities con-
ditional to the observed image, Pr(Ck |I), which can be calculated from the likelihood
functions in Definition 8 by using Bayes’ theorem,

Pr(Ck |I) =
Pr(I |Ck) ·Pr(Ck)

∑i Pr(I |Ci) ·Pr(Ci)
=
PCk(I) ·Pr(Ck)

∑iPCi(I) ·Pr(Ci)
. (2)

In general, the larger is Pr(Ck |I), the more evidence exists that I was generated
by a function (acquire,process) ∈ (A ×P)(Ck). The concrete transformation of
posterior probabilities into decisions depends on the algorithm decide and its decision
rule. Many image forensics algorithms adhere to the minimum probability of error
principle and decide for the class that maximizes Pr(Ck |I) [2],

decide(I) = C∗ ⇔ C∗ = argmax
Ci∈C

Pr(Ci |I) . (3)

It is possible to impose additional constraints to ensure a reliable decision, for
example by requiring a minimum a-posteriori probability,

Pr(C∗ |I)≥ pmin , (4)

or a minimum separability from the second-most probable class,

Pr(C∗ |I)−max
Ci∈C \C∗

Pr(Ci |I)≥ psep . (5)

Here, function decide has to return a special value for undecidable cases.
In many forensic problems, for which the class space is defined to comprise only

two classes C0 and C1 (see for instance Examples 1 and 2), the decision problem can
be expressed as a simple hypothesis test between

• H0: the image under analysis I(k) is generated by a process belonging to class
k = C0, and

• H1: the image under analysis I(k) is generated by another process k = C1.

Because Pr(C0 |I)+Pr(C1 |I) = 1, and according to the theory of hypothesis tests,
the optimal decision rule is given by the likelihood-ratio test,

decide(I) = Ck ⇔ PCk(I)
PC|k−1|(I)

> τ , k ∈ {0,1} . (6)
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2.3 Counter-Forensics

For a given image I = I(k), counter-forensics aims at preventing the assignment
to the image’s class Ck. By suppressing or counterfeiting identifying traces, the
counterfeiter creates a counterfeit J = J(l̂) with the intention to let it appear like
an authentic member of an alternative class Cl ∈ C , l 6= k, when presented to the
forensic investigator’s function decide.

Convention. We use the subscript notation (l̂) to denote the intended class change of
the counterfeit.

Definition 10. A digital image forensics algorithm decide is vulnerable to a counter-
forensic attack if for a given image I = generate(θ)

∃attack ∈P, J = attack(I) so that decide(J) 6= decide(I)

subject to the constraints

1. I and J are semantically equivalent (semantic constraint), and
2. the probability of finding attack for a given I is not negligible within a given

complexity bound (computational constraint).

The following examples illustrate how this definition matches existing counter-
forensic strategies.

Example 5. A typical counter-forensic image manipulation of an authentic image I(0)
will involve two steps, first a transformation I(0) 7→ I′(1) which changes the semantic
meaning according to the counterfeiter’s intention, and second a counter-forensic
attack I′(1) 7→ I′

(0̂)
to pretend authenticity of the counterfeit, i. e., decide

(
I′
(0̂)

)
= C0.

Images I′(1) and I′
(0̂)

are semantically equivalent.

Example 6. Counterfeiting the source of an authentic image I involves a single appli-
cation of a counter-forensic attack I 7→ I′, possibly with the additional requirement
that a specific target class Ctarget

!
= decide(I′) 6= decide(I) is pretended.

Note that counterfeiting a particular target class generally needs to address both
the suppression of identifying traces of the original class and synthesis of artificial
traces of the target class. For example in PRNU-based digital camera identification
[13], inserting the reference noise pattern of a target camera may lead to decisions
for the new class Ctarget. But the (distorted) fingerprint of the true camera is still
present. A thorough forensic investigator may find abnormally high likelihood values
PCk

(
I′(k)
)
,k 6= Ctarget, suspicious.

This leads us to the notion of reliability of a counter-forensic attack I(k) 7→ J(l̂ )
against all possible decision rules on a given class space C . (Unlike Definition 10,
which is formulated for a specific choice of function decide.) From the counterfeiter’s
point view, every forensic analysis can be reduced to a two-class decision problem
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on a class space C ′ = {C′0,C′1} by defining classes C′0 and C′1 to represent the set of
target (i. e., admissible) generation functions and attacks, respectively:

(A ×P)(C′0)
⊆ (A ×P)(6Ck) (7)

(A ×P)(C′1)
= (A ×P)(Ck)×{attack} . (8)

The concrete definition of class C′0 depends on the counterfeiter’s agenda. It may
correspond to a combination of several classes (if the goal is only to suppress
identifying traces of class Ck) or to a particular class Ctarget (for instance to pretend a
specific source device, cf. Example 6).

Careful counterfeiters in general strive to design their attacks so that samples of
both classes C′0 and C′1 are indistinguishable. The decidability of the hypothesis test
in Eq. (6) for all realizations of I ∈ I can be measured by the Kullback–Leibler
divergence between the two conditional probability distributions,

DKL

(
PC′0

,PC′1

)
= ∑

I∈I
PC′0

(I) log
PC′0

(I)
PC′1

(I)
. (9)

Definition 11. A counter-forensic attack is ε-reliable against all digital image foren-
sics algorithms on a class space C if for each pair (C′0,C′1) ∈ C ′×C ′, I(C′k) ∼PC′k

,

DKL

(
PC′0

,PC′1

)
≤ ε .

The unit of ε is bits or nats, depending on the base of the logarithm in Eq. (9).
For the special case ε = 0, authentic and counterfeit images are drawn from the
same distribution and the forensic investigator cannot gain any information from the
analysis of I. Hence, the counter-forensic attack is called perfectly reliable.

Note the similarity between Definition 11 and the notion of ε-secure, respec-
tively perfect steganography in [5, 14]. Also in image forensics, ε bounds the error
rates of the forensic investigator from below by the binary entropy function via
the deterministic processing theorem. Further similarities between image forensics,
counter-forensics, and other fields in information hiding are discussed in more detail
in Section 6 below.

3 Practical Considerations

The theory in Section 2 provides a framework general enough to discuss a wide range
of questions regarding digital image forensics and counter-forensics. However, only
a few of the definitions are directly applicable in practice.
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3.1 Epistemic Bounds

The main difficulty in applying the above equations is the lack of knowledge about
the conditional probability distributions PC(I), which are given only empirically
(cf. Def. 8). According to widely accepted epistemological paradigms, natural phe-
nomena in the real world can never be fully known but merely approximated by
consequent falsification and refinement of theories about the real world [3, 4]. This
is also reflected in Definition 1, which states that the support of N is infinite. Even
after the transformation to the finite space I , in general the support of PC(I) is too
large and too heterogeneous to efficiently estimate distributions by sampling.

Even if we ignore this for a moment and assume that authentic images can
efficiently be sampled, there remains the difficulty of sampling counterfeit images.
Generating good counterfeits is a time-consuming manual task that largely depends
on the counterfeiters’ creativity. And it highly depends on the original image. This
process is very hard to automate. The high cost of sampling is also reflected by
the size and quality of available datasets that have been compiled in controlled
environments for the purpose of image forensics research. Typical counterfeits
are obtained by copying patches from within the same or other images, without
sophisticated post-processing and without adaptivity to the depicted scene [35, 19].
Only few databases provide more realistic forgeries [8, 9], however without resolving
the general trade-off between quality and quantity.

3.2 Image Models

To reduce complexity and avoid the epistemic obstacles, all practical digital image
forensics algorithms make use of models of digital images. Such models may be
stated explicitly or—more often—implicitly. Models can be seen as a dimensionality
reduction by projecting the high-dimensional image space I to a much smaller
and more tractable subspace, e. g., a scalar in R, on which decide is defined as a
discriminant function.

Modeling images in low-dimensional model domains is effective as long as the
mismatch with the real world is not substantial. By accepting the general need for
image models, it is clear that a forensic algorithm can only be as good as the model it
employs. The better the underlying model can explain and predict observed samples
of a particular class, the more confident a forensic investigator can base her decisions
on it. Conversely, this also implies that the more restricted a forensic investigator’s
model of digital images is, the easier a counterfeiter can find ways to construct
successful counter-forensic techniques. In the light of this important observation,
counter-forensic techniques clearly benefit from the modus operandi of using low-
dimensional projections when assigning digital images to particular classes.

Counterfeiters are subject to the same limitations. They can never gain ultimate
knowledge whether their image model is good enough so that no decision function
can discriminate between two classes of authentic and counterfeit images. The theo-
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retic reliability in Definition 11 cannot be calculated in the absence of knowledge of
PC0 andPC1 . A counter-forensic attack will only be successful as long as image foren-
sics algorithms have not been refined accordingly. The interaction of forensics and
counter-forensics can therefore be framed as competition for the best image model.

3.3 Blurred Notion of Authenticity

Another obstacle is that authenticity is hard to evaluate in practice. Although Defini-
tion 6 is convenient for a formal approach, many shades of gray may exist in practical
situations (and need to be reflected in appropriate definitions of the class space C ).

3.3.1 Device-Internal Processing

The definition of authenticity is deeply entangled with the question of what constitutes
an acquisition device and thus the separation between functions acquire and process.
Common sense suggests to equate the function acquire with imaging devices and
then strictly apply Definitions 3 and 6: all original images captured with these devices
are authentic. However, considering the sophistication of modern imaging devices,
the situation is not as easy. Increasingly, post-processing and image enhancement
become integral parts to the internal imaging pipeline. A forensic investigator has
to accept that such processing inevitably raises the uncertainty of forensic decisions
because device-internal processing and post-processing can generate very similar
results. For example, many forensic techniques are sensitive to heavy device-internal
quantization. While quantization in most cases preserves the semantic meaning
of an image, it causes information loss by definition. This can make it harder to
distinguish authentic from counterfeit images. The situation is even more complex
when consumers are in the position to actively modify and extend the firmware of
their devices.1

3.3.2 Analog Hole

The convention in Definition 6 to assume authenticity for every image generated
with function process equal to the identity function does not reflect the possibility of
image manipulations in or via the analog domain. While one can argue that detecting
posed scenes in the real world is beyond the scope of digital image forensics, this
limitation also excludes attacks which involve the reproduction and reacquisition
of digitally processed images. In these attacks, and all iterations thereof, elements
of A become part of P . This blurs the distinction between the empirical functions

1 The Canon Hack Development Kit, for instance, allows to run virtually arbitrary image process-
ing routines inside most modern Canon digital cameras, http://chdk.wikia.com/wiki/
CHDK .
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acquire ∈A and deterministic functions process ∈P further. To be very precise,
one would have to extend our theory and define a new set of functions for digital-to-
analog transformations. Then, pairs of this functions and acquire would have to be
included into the transitive hull of P . For the sake of brevity and clarity, we refrain
from introducing new terminology and leave it with drawing the reader’s attention
on this blind spot of our theory.

3.3.3 Legitimate Post-Processing

While it is tempting to deny authenticity to every processed image per se, this
simplification is too narrow for many realistic applications. Instead, there may be a
subset Plegitimate ⊂P of legitimate processing operations which do not impair the
authenticity of an image (cf. Figure 2).

This subset certainly depends on the context. For instance, it is common practice
to downscale and compress digital images with JPEG prior to publication on the
Internet. Glossy magazines, by contrast, may not permit any quality reduction when
acquiring images from photographers. Instead they may allow some basic color
enhancement operations. There exist special codes of conduct, which specify what is
considered legitimate post-processing for scientific journals [36, 11].

So a realistic model of authenticity will contain at least three categories, namely

1. original images, where process can be nothing but the identity function ⊥process,
2. plausible images, which have been subject to legitimate post-processing process∈

Plegitimate, and
3. manipulated images, for processing with all other elements of P .

The context in a practical situation defines whether the first two categories or just the
first category shall be considered as authentic.

Example 7. Imagine a case where a judge who has to rule on a traffic accident may
consider JPEG-compressed images as authentic if they have been mailed to the
insurance company via email. Since the authenticity (and in particular the semantic
integrity) of JPEG-compressed images is more difficult to prove than of never-
compressed images, a party in doubt may present (or demand) the original raw
files. The claim “these are the original raw files” alters the notion of authenticity.
JPEG artifacts in the presumably never-compressed files would be an indication of
inauthenticity and raise suspicion that the images are counterfeits.

Remark that technically, this claim imposes an exogenous condition on the likeli-
hood function PC(I |claim). This way, contextual knowledge can be incorporated in
the formal framework and sharpen the notion of plausibility with probability distribu-
tions. Again, for brevity we refrain from extending our terminology in this chapter.
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4 Classification of Counter-Forensic Techniques

Counter-forensic techniques against passive–blind image forensics can be classified
along three dimensions. First, counterfeiters can generally exploit robustness or secu-
rity weaknesses to mislead forensic analyses. Second, integrated and post-processing
attacks vary in their position in the image generation process. Third, targeted and uni-
versal attacks differ in the (range of) attacked forensic algorithms. Figure 3 illustrates
our classification and names representative examples for each relevant category. The
following subsections discuss each of the dimensions in more detail.

4.1 Robustness versus Security

The distinction between legitimate and illegitimate post-processing becomes relevant
for the distinction of robustness and security properties of forensic algorithms (see
Section 3.3.3).

Definition 12. The robustness of a digital image forensics algorithms is defined by
its reliability under legitimate post-processing.

In terms of counter-forensics, the lack of a clear separation between original
and manipulated images increases the strategic options of a counterfeiter. If quality
reduction, such as lossy compression or downscaling, is considered plausible and thus
inconspicuous, a counterfeiter can eliminate subtle traces of illegitimate processing
by subsequent quality reduction. Many known forensic algorithms are sensitive to
strong quantization and fail to identify subtle traces in low-quality images. Yet some
exceptions exist. For example, scans of printed and dithered images in newspapers
are coarse digital representations of the real world, but traces of inconsistent lighting
may still be detectable [21].

As a counter-forensic technique, legitimate post-processing does not require much
knowledge of the image generation process. Its sole objective is to generate plausible
counterfeits. It is sufficient if the counterfeit is moved somewhere outside the decision
region RC1 entailing all manipulated images (subject to the constraints in Def. 10).

The experimental literature is mainly concerned about the robustness of novel
forensic algorithms. Most authors measure and report the performance loss as a
function of JPEG compression quality. While this is a good indicator of the average
reliability, it does not permit conclusions on the overall reliability. To complete the
picture, also worst-case scenarios with sophisticated and intentional counterfeiters
have to be considered. Resistance against attacks is directly associated with the
security of forensic algorithms.

Definition 13. The security of a digital image forensics algorithm is defined by its
reliability to detect intentionally concealed illegitimate post-processing.

In other words, security is the ability to withstand counter-forensics.
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Fig. 3 Design space for
counter-forensic techniques

universal targeted

robustness

security

integrated

post-
processing

lossy compression

firmware modification examples in Sect. 5

Counterfeiters attacking security properties exploit specific knowledge about and
shortcomings of the image model used by forensic investigators. The counterfeits are
therefore purposely moved in a particular direction towards the decision boundary
of the primary class (and just beyond). Such attacks are more powerful because
their success does not depend on adjustable definitions of plausibility, but rather on
weaknesses of forensic algorithms.

As has been pointed out in the context of digital watermarking, robustness is
necessary but not sufficient for security. If counter-forensic attacks against a forensic
algorithm with attack ∈Plegitimate exist, this algorithm cannot be considered secure.
However, truly secure algorithms need to be reliable under all possible counter-
measures attack ∈P .

4.2 Integrated and Post-Processing Attacks

Post-processing attacks modify an image I(k) such that the resulting counterfeit I(l̂ )
does not reveal traces of the original class Ck anymore (cf. Example 5 in Section 2.3).
Figure 4 illustrates that such attacks can be thought of as an additional processing step
attack ∈P that supplements the original generation process (acquire,process) ∈
(A ×P)(Ck). Particular examples include lossy compression to take advantage
of robustness issues, but also inverse flatfielding as a means to exploit specific
weaknesses of digital camera identification based on sensor noise (cf. Section 5.2.2).

Integrated attacks, on the other hand, interact with or replace parts of the image
generation process such that, instead of I(k), the counterfeit is generated directly
by a tuple (acquire′,process′) ∈ (A ×P). The modified functions acquire′ and / or
process′ are specifically designed to avoid the formation of identifying traces or to
mimic characteristics of the target class (see also Figure 4). In the aforementioned
Example 5, an integrated attack would directly transform the original authentic image
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acquire ∈A process ∈P attack ∈P

(A ×P)(Ck)

(A ×P)(Cl̂ )
post-processing attack

I(k)

acquire′ ∈A process′ ∈P

integrated attack(A ×P)(Cl̂ )

N ∈N

Ipost
(l̂ )
∈I

Iint
(l̂ )
∈I

knowledge of a passive–blind forensic investigator

original class: Ck

Fig. 4 Post-processing and integrated counter-forensic attacks. Post-processing attacks suppress
and/or synthesize identifying traces subsequent to the original image generation process. Integrated
attacks directly replace the original process with a counter-forensic variant

I(0) to a semantically different counterfeit I′
(0̂)

without ever releasing the detectable

manipulation I′(1). Note that this procedure is also covered by our formal descrip-
tion of counter-forensic attacks in Definition 10. It is always possible to express the
(imaginary) map I′(1) 7→ I′

(0̂)
in terms of a post-processing function attack. Because

integrated methods obviously require deep knowledge of the image generation pro-
cess, they do not address robustness issues of forensic algorithms by definition. This
is indicated in Figure 3, where the corresponding regions are left blank.

Integrated methods are relevant for manipulation detectors, where counterfeiters
are hardly restricted in the choice of image processing primitives (or variants thereof).
We will encounter several examples in Section 5. Integrated attacks to impede source
identification are less obvious (apart from the pathological case of capturing a scene
with a completely different device). Nevertheless it is conceivable to modify software
for raw image processing for counter-forensic purposes. With freely available open-
source firmware modifications, device-internal counter-forensics may become very
powerful because device-specific traces need not leave the device at all.

4.3 Targeted and Universal Attacks

A further classification is borrowed from the context of steganalysis [14] and digital
watermarking [10]. We call an attack targeted, if it exploits particulars and weak-
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nesses of one specific forensic algorithm decide, which the counterfeiter usually
knows. Such vulnerabilities directly relate to the image model implemented in the
forensic algorithm, which leads to the notion of ε-reliability with respect to a specific
model—yet another term that has is roots in steganography [14]. Clearly, it is possi-
ble (and likely) that other forensic algorithms using alternative or improved image
models can detect such counterfeits.

Conversely, universal attacks try to maintain or correct as many statistical proper-
ties of the image in order to conceal manipulations even when presented to unknown
forensic tools. This is the more difficult task, and it is an open research question
whether image models can be found good enough to sustain analysis with combina-
tions of forensic algorithms. In general, a mere combination of all known targeted
counter-forensic techniques does not yield a universal attack; at least when typical
low-dimensional image models are employed, which ignore the interference and
interdependence of different attacks.

In the meantime, counterfeiters can exploit weak robustness and use lossy but
legitimate processing whenever plausible. Recall that this variant of universal attacks
is always a trade-off between originality and plausibility of the counterfeit. Even
if strong quantization removes identifying traces of the true class, it very likely
precludes claims about the originality of the corresponding image (cf. Section 3.3).

5 Selected Targeted Attacks

The literature on counter-forensic techniques is still very limited compared to the fast
growth of publications on forensic techniques. In this section we survey the state of
the art of image counter-forensics. The presentation is structured into techniques to
suppress traces of possibly malicious image processing and techniques to restore or
introduce artificial traces of seemingly authentic images.

5.1 Suppressing Traces of Image Processing

To suppress characteristic traces, variants of typical image processing operators were
designed which destroy detectable structure by modulating the process with random
noise. The methods differ in where in the process the randomness is introduced and
how it is controlled to find a good trade-off between visual imperceptibility and
undetectability by known forensic detectors.

5.1.1 Resampling

Resampling with interpolation is a very common image processing primitive which
takes place during scaling, rotating, and shearing of images. For such affine coordinate
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transformations, each pixel of the resampled image I′(1) is a weighted sum of one or
more pixels of the source image I(0),

I′(1)(x,y) = round

(
∑

i
∑

j
φ
(

∆
(

A−1
(

x
y
)
,
(

i
j
)))

I(0)(i, j)

)
, (10)

where A is a 2×2 transformation matrix, ∆ :R2×Z2→R+ is a distance function
that returns the distance between two coordinate vectors, and φ : R+ → R is the
interpolation kernel.

The interpolation step ensures visually appealing outcomes when pixel intensi-
ties are mapped from discrete positions of a source grid to a discrete destination
grid without a one-to-one correspondence between source and destination positions.
Depending on the relative position of source and destination grid, systematic de-
pendencies between pixels and their local neighborhood are introduced. In many
cases, the strength of this dependence alternates periodically in space, which leads
to identifiable resampling artifacts. This is so because function ∆ takes only a few
different values for many combinations of input coordinates. See Chapter 9 in this
volume for a review of methods to measure and interpret these traces.

Most automatic resampling detectors exploit the periodicity of dependencies
between pixels, largely because those traces can be added up over multiple periods,
thereby reducing the influence of noise and other interfering factors like the image
content. Therefore, to effectively suppress traces of resampling, any periodic structure
must be avoided. Basic signal processing theory suggests interpolation with a sinc-
kernel, which is theoretically optimal for downscaling [47]. However this kernel
requires infinite support. Aside from computational demands, it is also impractical
because of boundary effects in finite images.

+
I(0)

resampling

median filter

−
resampling with

geometric distortion
IHF

median filter
I′(1)

+
I′
(0̂)

I′HF

edge detector

vertical control horizontal control

Fig. 5 Block diagram of undetectable resampling [25]

Another approach is to perturb the interpolation process with non-linear filters and
noise [24, 25]. Both ideas complement each other in the so-called dual-path attack.
This integrated attack decomposes the image into a low-frequency component and a
high-frequency component as depicted in Figure 5. The high-frequency component
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IHF of a source image I(0) is obtained by subtracting the output of a median filter, a
non-linear low-pass filter with windows size 2s+1, from the source image:

IHF(x,y) = I(0)(x,y)−median
{

I(0)(i, j) | sup(|x− i|, |y− j|)≤ s
}
. (11)

This component is resampled by a modified function which adds noise to the real-
valued destination positions before interpolation,

I′HF(x,y) = ∑
i

∑
j

φ
(

∆
(

A−1
(

x
y
)
+

(
nhor,x,y
nver,x,y

)
,
(

i
j
)))

IHF(i, j). (12)

This procedure is called geometric distortion. Scalars nhor and nver are real-valued
displacements for horizontal, respectively vertical geometric distortion drawn inde-
pendently for each pair (x,y) from a zero-mean Gaussian random source N(0,σ).
Moderate geometric distortion effectively reduces detectable periodic artefacts, but it
suffers from the side-effect that visible jitter appears at sharp edges in the image. To
prevent this, the degree of the geometric distortion, i. e., the variance of the random
source, is attenuated by the output of an edge detector. For better results, this control
can be implemented for horizontal and vertical edges independently. This ensures
that a horizontal edge is not affected by visible vertical geometric distortion while
at the same time avoiding that measurable periodicities appear along the horizontal
direction, and vice versa.

(a) original (b) scaled to 105 %
(c) scaled to 105 % with

dual-path attack

Fig. 6 Resampling peaks in the FFT-transformed linear predictor residue of a grayscale image. The
spectral images were enhanced with a maximum filter and scaled to the maximum contrast range
for better printing quality (source: [25])

The low-frequency component is first resampled with conventional methods. This
intermediate result serves as input to the edge detector. In a second step, a median
filter is applied. This non-linear filter effectively removes detectable periodicities
from resampled images. However, by its very nature, it removes high frequencies
with a non-linear and non-trivial cutoff function. To minimize the visual impact, both
frequency components are added together after independent resampling,
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I′
(0̂)(x,y) = round

(
I′HF(x,y)+median

{
I′(1)(i, j) | sup(|x− i|, |y− j|)≤ s

})
.

(13)

Figure 6 demonstrates the effectivity of this method for a single example. All three
images are Fourier-transforms of linear predictor residue. Figure 6 (a) is the reference
for an untampered image. Figure 6 (b) shows the result for the same image after
scaling to 105 % of the original size using conventional bilinear interpolation. The
characteristic peaks are clearly visible. Finally, Figure 6 (c) displays the same analysis
results after resampling with the described dual-path attack. The characteristic peaks
have disappeared and the spectrum is dominated by scattered local maxima, similar
(but not identical) to the spectrum of the original image.

Larger experiments on the detectability of this method are documented in [25].
The quantitative results from up to 200 images are summarized in Figures 7 and 8
for scaling and rotation, respectively. While rotation, upscaling and moderate down-
scaling is very well detectable when done in the conventional way, the dual-path
attack can lower the detection rates substantially. Rotations of more than 45◦ are
equally (un)detectable by symmetry. Nevertheless, there remains a residual risk for
the counterfeiter since in 10–20 % of the cases, the processing is still detectable. We
also suspect that the dual-path attack, while suppressing known traces of resampling,
may leave new kinds of traces. Besides some specific works on the detectability of
sole median filtering [27, 7, 51], we are not aware on any research on how detectable
these traces are.

The authors of [25] also evaluated the quality loss of the dual-path attack and report
peak signal-to-noise ratios (PSNR) between 30 and 40 dB for scaling (more distortion
for downscaling) and about 40 dB for rotation independent of the angle. The distortion
is measured between the attacked resampled image I′

(0̂)
and the conventionally

resampled version of the image I′(1) for each image and then aggregated by taking
the average distortion over 100 images.

Fig. 7 Quantitative results
for undetectable scaling: the
dual-path attack reduces
detectable traces of upscaling
and moderate downscaling
(experimental results of [25])
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Fig. 8 Quantitative results for
undetectable rotation: the dual-
path attack reduces detectable
traces of resampling after
rotation (experimental results
of [25])
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5.1.2 Contrast Enhancement

Contrast enhancement is prone to leave characteristic traces in an image’s histogram
due to the non-linear mapping f :Z→R of integer values and subsequent rounding
to integers,

I′(1)(i, j) = round
(

f
(
I(0)(i, j)

))
. (14)

Typically function f increases monotonically. For gamma correction, it takes the
form

f (x) = (2`−1)
(

x
2`−1

)γ
, (15)

where ` is the bit depth in bits and γ is the correction parameter. Values γ < 1 imply
contrast reduction and values γ > 1 imply contrast enhancement.

Figure 9 visualizes the effect of Eq. (14) on the histogram of the modified image
I′(1). We distinguish two situations. First, not a single discrete value of the pre-image
x is mapped after rounding to the value f (x) = 3 in the image. The corresponding
histogram bin in I′(1) remains empty, thus leading to a gap in the histogram. Second,
multiple discrete values of the pre-image x are mapped after rounding to the value
f (x) = 8 in the image. For typical pre-images with smooth histograms, this bin of
the image’s histogram receives a multiple of the hits of its adjacent bins, thus leading
to a peak in the histogram. Forensic detectors can use the presence of gaps and peaks
in a histogram as indications of prior processing with contrast enhancement [41].

An integrated attack against detectors which exploit these characteristics has been
proposed in [6]. The idea is to identify histogram bins which are suspect of becoming
a gap or peak. Then the result of the non-linear mapping is perturbed by adding noise
to all pixels in the affected bins and their directly adjacent bins,

f ∗(x) = f (x)+n with n∼ N(0,σx). (16)
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Fig. 9 Formation of gaps
and peaks after rounding of
non-linearly mapped integers;
dashed lines indicate rounding
margins
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In principle, σx can be set depending on the proximity of a histogram bin to the next
peak or gap. In practice, the authors of [6] report good results for a fixed dispersion
parameter σ = 1 for all values of x. Figure 10 shows that this procedure effectively
smoothes out the histogram of gamma-corrected versions of an example image
(bottom and top rows), unlike conventional contrast enhancement (middle rows).

Figure 11 reports the results of a quantitative evaluation of this attack. The bars
show detection rates of a detector which measures histogram peaks and gaps by
identifying high-frequency components in the Fourier-transformed histogram [41].
The threshold has been set to allow 10 % false positives in a set of 693 natural images.
Observe that the detector correctly detects all contrast enhancements regardless
of the parameter choice. This is effectively prevented if the gamma correction is
carried out with the integrated attack. The detection rates of the attacked images
drop further to empirically zero if the number of tolerable false positives is set to
5 %. In practice, thresholds of less than 1 % might be required. For this experiment,
Cao et al. [6] report PSNRs between the gamma-corrected image with attack and
the gamma-corrected image without attack of about 47.5 dB. Some images deviate
towards even higher values (i.e., relatively less distortion).

The attack can be extended to a post-processing attack by first estimating the
positions of gaps and peaks in the histogram’s frequency domain and then adding
noise. This variant produces slightly inferior PSNR because the unrounded real
values are not available and the noise has to be added to already rounded integers.
Rounding errors and noise add up, whereas they partly cancel out in the integrated
attack. Another potential problem are incorrect estimated of gaps and peaks, which
can lead to inappropriate values of σx if σ is not fixed. We are not aware of any
research on the practical relevance of this issue.
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Fig. 10 Suppressing traces of double-quantization after non-linear mappings
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Fig. 11 Quantitative results
for undetectable contrast en-
hancement: the integrated
attack suppresses detectable
traces in the histogram (aggre-
gation of experimental results
of [6])
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5.1.3 Lossy Compression

A series of works [43, 44, 42] presents post-processing attacks to remove traces of
lossy compression from a given image. This involves fixing two kinds of features
which are exploited by current forensic detectors of the compression history: traces
of dequantization and discontinuities at block boundaries. Specific counter-forensics
have been proposed against detectors of each feature.

Hiding Traces of Dequantization

JPEG compression involves cutting a source image into blocks of 8×8 pixels. Each
block is transformed to the frequency domain with the discrete cosine transforma-
tion (DCT). The resulting 64 real-valued coefficients are quantized with frequency-
depedent quantization factors q≥ 1 before they are rounded to integers and finally
stored with lossless Huffman encoding. Let y be the unquantized DCT coefficient,
then the stored value ỹ is given by

ỹ = round
(

y
q

)
. (17)

For a fixed frequency band, say DCT (2,2) coefficients, the quantization factor q
depends on the desired compression ratio and thus the retained quality. Higher values
of q imply lower quality (and smaller file size) because the error between recovered
coefficient value ŷ and the original value y on average increases with q,

E(|ŷ− y|) = E(|qỹ− y|) (18)

= E
(∣∣∣∣q · round

(
y
q

)
− y
∣∣∣∣) (19)

= E(|q · e|) = q ·E(|e|) and E(|e|)> 0. (20)
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Now if a JPEG image is decompressed, the recovered coefficients ŷ only take mul-
tiples of q. It is easy to detect a previous JPEG compression of any given image in
spatial domain by applying block-wise DCT and checking the histograms of the DCT
coefficients for gaps between multiples of a previous quantization factor. Figure 12
illustrates this and contrasts the smooth DCT histogram of a never-compressed image
to the histogram of the same image after JPEG decompression with quality setting
Q = 60%. Observe the obvious peaks at multiples of the quantization factor q = 10.
Note that unlike in the case of contrast enhancement, the gaps are not necessarily
perfect in the sense that the actual frequency is zero. We rather observe “elephant
feet” artifacts at the bottom of each histogram peak. This is so because during de-
compression, the real-valued intensity values from the inverse DCT are rounded to
integers and truncated to the eligible value range. The rounding and truncation errors
from all pixels in the block add up and may perturb the recalculated DCT coefficient
beyond one rounding margin. Yet the errors are typically too small to smooth out the
gaps entirely, even for q = 2.

fr
eq

ue
nc

y

-50 -30 -10 10 30 50

0

100

200

300

400

500

600

700

fr
eq

ue
nc

y

-50 -30 -10 10 30 50

0

1000

2000

3000

4000

5000

Fig. 12 Histograms of DCT (2,2) coefficients for never-compressed (left) and JPEG-decompressed
(right) image with fitted Laplace distribution superimposed. The JPEG quality is Q = 60%, corre-
sponding to a quantization factor of q = 10. Small pertubations from the theoretical values in the
right histogram are from rounding errors in the spatial domain and subsequent transformation back
into the DCT domain. Shaded areas in the right histogram indicate the value range over which the
middle peak is distributed according to the Laplace model. Note the different scales

A post-processing attack to smooth out and restore such histograms is described
in [43]. It uses the fact that DCT coefficients of natural images can be modeled
reasonably well with a Laplace distribution [29]—except frequency band (1,1),
which requires special treatment. The good fit can be confirmed in the left histogram
of Figure 12. The Laplace distribution is a symmetric one-parameter distribution
with density function

f (x) =
λ
2

exp(−λ · |x|). (21)
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Fig. 13 Histogram of DCT
(2,2) coefficients after JPEG
compression with quality
Q = 60% and subsequent
histogram restoration as
proposed in [43]. The solid
line is the fitted Laplace image
model and the shaded bars
indicate values which were
expanded from the same
quantized coefficient value.
Compare to Figure 12
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The authors of [43] employ a maximum likelihood estimator of parameter λ > 0 for
the discretized case of the Laplace distribution. This model can be estimated from
the peaks of a JPEG-decompressed histogram. In a second step, all coefficients are
redistributed by adding noise according to conditional probability functions for each
peak and each DCT frequency band. This way, the shape of a never-compressed
DCT histogram is restored pretty well, as confirmed in the example of Figure 13.
Since no parametric model is known for the DCT (1,1) coefficients, noise following
a uniform prior between two rounding margins is introduced. This is very similar to
the post-processing variant of the attack against contrast enhancement detectors (see
Section 5.1.2 above).

The effectiveness of this attack has been evaluated with quantitative experiments
on 244 images, which were compressed using JPEG qualities Q = 90%, 70%, and
50%. The restored images were presented to a state-of-the-art JPEG quantization
matrix estimator [12]. An image was classified as pre-compressed if one or more
quantization factors were estimated greater than one, i. e., q̂ > 1. After applying the
post-processing attack, the compression history could be detected for only 4 % of the
images pre-compressed with quality Q = 90%, 7 % of the images pre-compressed
with quality Q = 70%, and 18 % of the images pre-compressed with quality Q =
50% [43]. The original publication does not report comparable detection rates for
unattacked images, nor does it state the false positive rate. While the former are likely
to reach almost 100 % for the chosen quality settings, we lack a good prior for the
false positive rate. With regard to the retained image quality, only a single PSNR
value is given at 41.6 dB. This example image has been pre-compressed with JPEG
quality Q = 60% before restoration. We are not aware of more generalizable quality
measurements. Note that recent publications call into question the perceptual quality
[50] and the claimed statistical undetectability [28, 49] of this attack.

This attack is adapted to wavelet-based image compression in [42].
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Suppression of Block Boundaries

Discontinuities at the boundaries of the 8×8 blocks are another indicative artifact of
previous JPEG compression. Several researchers have investigated ways to remove
blockiness artifacts from decompressed images, however mainly with the aim to
increase the perceptual quality [31, 52]. The requirements in counter-forensics differ
in that statistical undetectability has higher priority than visual experience. Therefore
a post-processing attack against the blockiness detector of [12] is proposed in [44].
The attack uses a combination of a median filter and additive Gaussian noise,

I′
(0̂)(x,y) = round

(
median

{
I′(1)(i, j) | sup(|x− i|, |y− i|)≤ s

}
+nx,y

)
, (22)

where n∼ N(0,σ) is drawn from a zero-mean Gaussian distribution independently
for each pixel. The method is surprisingly effective, as can be seen in Figure 14. With
moderately invasive parameter settings, s = 1 and σ2 = 2, the attack outperforms
the best-performing of the two visual blockiness reduction methods [31, 52] for
JPEG qualities Q = 70% and above (hatched black bars in the figure). Stronger
compression creates more pronounced block artifacts, which can be suppressed by
adjusting the strength of the attack to s = 2 and σ2 = 3. This way, even substantial
and definitely noticeable JPEG compression can be effectively hidden from detectors
which evaluate just a single blockiness criterion. For extreme settings like Q = 10%,
even the strong attack is not effective anymore. The original publication [44] does
not provide any measures of retained image quality.

Fig. 14 Quantitative results
for the suppression of JPEG
blockiness artifacts: compari-
son of moderate (s= 1,σ2 = 2,
hatched bars) and strong
(s = 2,σ2 = 3, solid) counter-
forensics against the best
performing visual blockiness
reduction (results from [44])
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While the results against the specific detector in [12] are very clear, a note of
caution is warranted. The attack has not been tested against a detector of median
filtering [27]. While it is uncertain if this detector still works in the presence of
additive noise and thus poses a serious threat, another concern arises on the choice
of the blockiness detector. Prior efforts of suppressing even subtle JPEG blockiness
after steganographic embedding in the DCT domain [40] has proven effective only
against the very specific blockiness criterion used in the objective function of the
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blockiness reduction algorithm. However, it turned out to be easily detectable as soon
as the statistical criterion is replaced by an alternative one [48]. More research is
needed to understand the relaibility of this attack against detectors based on different
or a combination of several blockiness indicators.

5.2 Adding Traces of Authentic Images

Certain forensic techniques test the authenticity of images by verifying the integrity
of traces of the common image acquisition or processing chain. Tampering very
likely destroys these traces. In this case, the task of counter-forensics is to restore or
synthesize the traces of authentic images. All attacks presented in this section are
post-processing attacks.

5.2.1 Synthesis of Color Filter Array Pattern

Local dependencies between pixel values in different color channels of color images
have attracted the interest of forensic investigators pretty early on [39]. These depen-
dencies emerge from the way color images are captured by different sensors using
color filter arrays (CFA pattern, see also Chapter 1 in this volume). More precisely,
typical sensors capture a n×m matrix I of intensity values. The light received at each
cell (i. e., pixel) went through one of three physical color filters: red, green, and blue.
To obtain a full color image of the dimension n×m, the missing color information
of the two remaining color channels is filled in by interpolation,

Ik = interpolate(select(I,k)) for k ∈ {red,green,blue}. (23)

Function select : Zn×m×{red,green,blue} → Zn′×m′ isolates all pixels captured
with a filter of a specific color. Function interpolate : Zn′×m′ → Zn×m expands the
color channel to the original size by filling the missing values with interpolated
values from adjacent pixels. (Note that m′ < m and n′ < n.)

A simple method to restore the CFA pattern from a tampered color image I′(1) =(
I′(1),red,I

′
(1),green,I

′
(1),blue

)
is to straightly reapply the color filter interpolation [20],

I′
(0̂),k = interpolate(select(I′(1),k,k)) for k ∈ {red,green,blue}. (24)

However, this procedure is far from optimal because it discards information in the un-
selected parts of each color channel, i. e., select(I′(1),l ,k) with k, l ∈ {red,green,blue}
and l 6= k. To avoid this, the interpolation of each color channel can be formulated as
a matrix product,

⇀
Ik = Hk

⇀
I . (25)
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Matrix Hk of dimension nm×nm holds the interpolation weights for color channel k.

The notation
⇀
I denotes that matrices are vectorized to column vectors of length nm.

Ignoring rounding errors for a moment, Eq. (25) should hold for authentic images
whereas it is most likely violated after tampering. This can be expressed as a non-zero
residual ε ,

⇀

I′ (1),k = Hk

⇀

I′ + ε. (26)

The interpretation of this equation as a least-squares problem gives a method to
synthesize CFA pattern with minimal distortion. An image I′ that is compatible with
I′(1) and minimizes the L2-norm ‖ε‖ can be found by solving

⇀

I′k =
(
HT

k Hk
)−1 HT

k

⇀

I′ (1),k. (27)

The general solution to Eq. (27) is computationally impractical due to the inversion of
an nm×nm matrix. The solution in [26] exploits structure and sparsity of H, which
allows to derive linear time algorithms and approximations. Once I′ is obtained,
it can be inserted in Eq. (23) to generate the color channels I′

(0̂),k
which contain a

seemingly authentic CFA pattern and exhibit minimal distortion compared to I′(1),k.
Note that the minimum is found under the assumption of continuous signals.

Discretization and rounding errors may lead to a slight divergence from the optimal
solution of the discrete optimization problem. Finding algorithms to (approximately)
solve this problem efficiently remains an open research question.

(a) original (b) 9×9 median filtered
(c) CFA synthesis after

median filtering

Fig. 15 CFA peaks in the FFT-transformed linear predictor residue of a red color channel. The
spectral images were enhanced with a maximum filter and scaled to the maximum contrast range
for better printing quality (source: [26])

Figure 15 demonstrates this post-processing attack. The spectra are taken from
linear predictor residue of the red color channel of one example image that has been
taken as raw file from a digital camera. This is the method of choice for analyzing
CFA pattern [39]. The four distinct peaks in Figure 15 (a) appear exactly where
expected for the red channel. Hence they indicate authenticity. After applying a
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median filter globally, the peaks disappear (Figure 15 (b)). We have chosen the
median filter as a simple global operation, but other manipulation steps result in a
similar effect. Note that invalid CFA pattern can be identified even if the violations
appear only locally. Figure 15 (c) finally shows the reappearing peaks after CFA
synthesis. This spectrum is visually indistinguishable from the one belonging to the
original image.

Fig. 16 Violin plots for quan-
titative results of a CFA
synthesis experiment. Distri-
bution of CFA peak detector
outputs from red channels of
1000 images (data from [26])
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Quantitative results with a peak detector come to a slightly different conclusion.
Figure 16 displays the detector response distribution for three sets of 1000 images
each. It is clearly visible that original and manipulated images can be separated
perfectly with a decision threshold of τ = 0.4. Moreover, the attack is successful in
every single case. However the shape of the distributions for original and synthesized
CFA pattern differ substantially. The shift of probability mass towards higher values
indicates that synthesized CFA pattern appear even more authentic than original CFA
pattern. This over-fitting can lead to suspicion. It is most likely caused by the fact
that CFA interpolation is not the last step in a chain of device-internal processing
operations and the synthesis method is focused on restoring the traces of a single
operation. We are not aware of research on remedies. A first step could be to blend
parts of I′

(0̂)
and I′(1) to shape the detector response distribution.

The retained quality has been measured for the same set of images. The median
gain in PSNR between the straight method of Eq. (24) and the distortion minimization
method of [26] has been reported at 1.2 dB for the red channel and 0.9 dB for the
green channel. The difference is because function select discards less information
for the green than for the red and blue channels. Therefore the quality gain for the
blue channel is about as large as the gain for the red channel.

5.2.2 Substitution of Sensor Noise Pattern

A very powerful feature for forensic analyses are sensor defects in the image acquisi-
tion device (see Chapter 5 in this volume). Stable parts of the sensor noise, which
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emerges from variations in the hardware manufacturing process and sensor wear-out,
leave traces that are unique for each individual sensor. This noise pattern is useful to
link (parts of) images with acquisition devices, for examples by extracting a sensor
fingerprint from the photo response non-uniformity (PRNU).

Here we describe an attack against a predecessor of the image source identification
method presented in Chapter 5. Instead of the peak-to-correlation energy measure
for multiplicative sensor fingerprints, a simpler correlation detector was proposed in
the seminal publication [32],

C∗ = arg max
Ck∈C

cor(I,K̂Ck) with

cor(I,K̂Ck) = ∑
x

∑
y
norm(I−F(I))(x,y) ·norm

(
K̂Ck

)
(x,y). (28)

Function norm : Rn×m → Rn×m normalizes its argument by subtracting the mean
and dividing by the variance. Function F : Rn×m → Rn×m is a low-pass filter to
approximately separate image content from the noise residual. Matrix K̂Ck is an
estimated sensor noise pattern obtained from simple averaging of noise residuals
∑i
(
I(k),i−F

(
I(k),i

))
of a set of doubtlessly authentic reference images acquired with

sensor Ck.
It is possible to mislead a detector based on Eq. (28) with the following procedure

[17]. Suppose a given image I(k) belonging to the class Ck shall be manipulated such
that it is detected as belonging to the class Cl , l 6= k, i. e., I(k) 7→ I(l̂). Under the
assumption that the counterfeiter has access to the primary acquisition device, she
can produce a sufficiently large number L of

1. dark frames I• to estimate the dark current component of the sensor noise pattern
D̂(k) by simple averaging, and

2. homogeneously illuminated frames I◦ to estimate the flat-field frame F̂(k).

The flat-field frame F holds the PRNU component of the sensor pattern noise adjusted
for the dark current component,

F̂(k) =
1
L

L

∑
i=1

(
I◦(k),i− D̂(k)

)
. (29)

The tuple
(
D̂, F̂

)
is a better representation of the sensor noise than the joint estimate

K̂, which may contain parts of PRNU and dark current. Counterfeiting an images’
origin now involves two steps, first the suppression of the original sensor noise
pattern,

I
(⊥̂) =

I(k)− D̂(k)

αF̂(k)
, (30)

where α is a scalar chosen to preserve the average luminance of the original image;
second the insertion of a counterfeit sensor noise pattern,
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I(l̂) = αI
(⊥̂)F̂(l)+ D̂(l). (31)

If flat-field frame F̂(l) and dark frame D̂(l) are unavailable, for example because the
counterfeiter has no access to the pretended acquisition device, an estimate K̂(l) from
publicly available images can be used as substitute. However, this increases the risk
of failure if the forensic investigator performs a triangle test with the same images
(cf. [18] and Chapter 5 in this volume).

Figure 17 demonstrates how effectively the original noise pattern can be sup-
pressed by the method of Eq. (30). The violin plot shows probability distributions
of the correlation coefficient, Eq. (28), for 5×350 images acquired with 4 different
devices. The reference pattern K̂ was estimated from images of the Canon S70 digital
camera. As expected, only images taken with the Canon S70 produce significantly
positive correlation coefficients. Observe that the probability mass of the black violin,
representing Canon S70 images after suppression of the noise pattern, is almost as
low as for the unrelated devices. In this example, the flat-field and dark frames were
averaged from L = 20 images I• and I◦.
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Fig. 17 Violin plots showing quantitative results of effective suppression of sensor noise pattern by
flat-fielding (data of 350 images from [17])

Figure 18 continues the experiment and shows the results after a counterfeit noise
pattern of the Canon S45 device has been inserted to the flat-fielded Canon S70
images using Eq. (31). Now both real and counterfeit Canon S45 images produce
high correlation coefficients. Note that the shape of the distributions differ somewhat,
though less than between different devices (compare Figure 17 and Figure 18). So
in practice, a forensic investigator who has only a couple of images at her disposal,
may have a hard time to extract useful information from the samples of different
distributions.

The retained quality of this attack, if measured by PSNR between original I(k) and
counterfeited image I(l̂), is below 30 dB on average. This seems notably worse than
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Fig. 18 Violin plots showing quantitative results for false classifications after insertion of a counter-
feit S45 sensor noise pattern into images acquired with the Canon S70 camera (data from [17])

all other attacks surveyed in this chapter. A large part of this apparent degradation is
due to the flat-fielding operation, which in fact is known as a technique to improve
the visual quality of digital images. This improvement is later offset by the insertion
of the counterfeit noise pattern, but both improvement and degradation are additive
in the PSNR measure. So the overall quality loss is smaller than it appears.

This attack has been replicated several times, for example in [30], and in [46, 45]
for cell-phone cameras. We are not aware of substantial refinements of this specific
attack, for example adaptations to the peak-to-correlation energy detector.

The general potential weakness of PRNU-based image forensics to noise insertion
attacks has already been mentioned in the seminal publication [32]. A defense
strategy under the assumption that forensic investigator and counterfeiter share the
images used for the attack is outlined in [33] and expanded and evaluated in [18].

5.2.3 Other Techniques

The above-described counter-forensic techniques to add traces of authentic images
may need to be accompanied by additional adjustments. For example, the file structure
and meta-data must be updated to be consistent with the pretended acquisition device.
Due to the high number of mutually dependent specifications, this is not a trivial
task. If the pretended acquisition device stores images as JPEG by default, then the
JPEG quantization tables have to be adjusted to fit the manufacturer’s internal table
generation algorithm. A procedure to do this is to first suppress quantization artifacts
(cf. Section 5.1.3) and subsequently recompress the images with quantization tables
of a counterfeited acquisition device [44].
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6 Relations to Steganography and Digital Watermarking

The previous sections introduced and discussed a formal framework for the de-
scription of counter-forensic attacks and surveyed the literature for concrete imple-
mentations. In this penultimate section, we broaden the perspective a bit further.
Counter-forensics and its competition with digital image forensics should not be
considered an isolated research field. It should rather be seen in close relation to
established disciplines in the broader field of information hiding [25]. This way, obvi-
ous parallels can help to foster and deepen the understanding of research questions in
digital image forensics and counter-forensics that may have already been identified
and discussed elsewhere.

Figure 19 illustrates how these disciplines relate to digital image forensics and
counter-forensics. The figure serves as a blueprint for the following discussion. The
process chain from image generation, via class change, to decision is depicted in
columns from left to right. Important distinctions, such as between empirical acqui-
sition and deterministic processing or the nature of constrains, are also reflected.
Focal areas of the specific sub-fields of information hiding are arranged in rows so
that corresponding hiding, detection, and deception techniques can be associated
horizontally. Similarities of digital image forensics and counter-forensics with re-
lated tasks in steganographic communication and digital watermarking appear as
vertical relations.

Counter-forensics shares common goals with steganography. By embedding a
secret message, a cover image’s class is changed from C0 to the class of stego images
C1. Both steganography and counter-forensics try to hide the very fact of a class
change, and their success can be measured by the Kullback–Leibler divergence
between the two conditional probability distributions PC0 and PC1 (cf. Eq. (9)). This
imposes statistical constraints on both. Steganography differs from counter-forensics
in the amount and source of information to hide. Most steganographic algorithms
are designed to embed a message by minimizing distortion, thereby preserving
the cover’s semantic meaning. Counter-forensics, by contrast, conceals the mere
information that larger parts of the original image I(0) have been modified, often with
the aim to change its semantic meaning. The new semantic meaning of the counterfeit
I′(1) can be regarded as the ‘message’ to be transmitted. Unlike counter-forensics,
steganography is not explicitly limited by perceptual constraints. Cover images are
solely a means to communicate hidden messages. This leaves the steganographer
more degree of freedom to choose the cover, and thus stego image.

Steganalysis, as a counterpart to steganography, aims at unveiling the presence of
a hidden message in a specific image without having access to the original cover. A
general analogy between steganalysis and image forensics becomes evident if we
consider the act of counterfeiting as information which is hidden inconspicuously
in an image. This suggests that counter-forensics—similar to steganography, where
capacity and security are considered as competing design goals—needs to trade
off the amount of information to hide with achievable detectability. The stronger a
manipulating operation interferes with the inherent image structure, the harder it is
to feign an authentic image.
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Fig. 19 Relation of image forensics and counter-forensics to other fields in information hiding

Another analogy exists between counter-forensics and attacks against digital
watermarking schemes, where images of class C1 are generated by a watermark
embedding process. In contrast to steganalysis, attacks against (robust) digital wa-
termarks are designed to merely remove the embedded information, i. e., changing
a watermarked image’s class to C0, while retaining the semantic meaning and to
some degree the perceptual quality of the cover. In this sense, identifying traces in
digital image forensics can be understood as inherent watermark, which counter-
forensics aim to suppress or change. Since attacks against digital watermarks do
not specifically address statistical undetectability, the robustness issues of digital
watermarking schemes may find a correspondent in digital image forensics. Similar
to digital watermarking [22], forensic investigators also wish that the performance of
their algorithms degrades gently as a function of image quality loss.

Note that the above parallels, on a technical level, correspond to the two different
approaches to counter-forensics, as discussed in Section 4.2. Integrated attacks are
more closely related to steganography (hiding traces of a class change by design)
whereas post-processing attacks have stronger similarities to attacks against digital
watermarking (remove identifying traces).

Our brief excursion to related fields in information hiding highlights the strong
overlap between counter-forensics, steganography and attacks against digital water-
marking. While particularities of each field should not be disregarded, we believe that
a lively and mutual interaction will prove beneficial to the whole field of information
hiding. Not only can the rather young field of digital image forensics and counter-
forensics learn from the more established branches, where research on adversaries
and attacks is a common practice and widely accepted. Also steganography and
steganalysis, which both have to cope with heterogenous image sources, can gain
from findings in digital image forensics to conceive better, or at least adaptive, image
models [3, 1]. Moreover, the literature now reports digital watermarking schemes that
directly interact with the image generation process [34], which suggests to employ
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(counter-)forensic techniques as building blocks for the design of attacks against
digital watermarks and the detection thereof. In summary, we see the relations in Fig-
ure 19 as an outline for a comprehensive theory of information hiding. Formalizing
unified theoretical foundations seems a promising goal to advance the field.

7 Countering Counter-Forensics: An Open Challenge

As image forensics matures and finds applications in practice, its results may be
used to rule on momentous, and sometimes controversial, decisions in the real
world. It is unavoidable that actors who might be impaired by certain outcomes
will try to influence the decisions towards a more favorable outcome for themselves.
Consequently, forensic methods will be under attack. To avoid that the field as a whole
loses credibility, image forensics has to anticipate the existence of counter-forensics
and come up with new countermeasures [18].

This chapter has shown that current forensic techniques are vulnerable to rela-
tively simple targeted attacks. Forensics investigators have several options to react to
counter-forensics. Attacks against a lack of robustness can be warded off by demand-
ing higher image quality standards (recall the courtroom example of Section 3.3.3).
Fixing the security weaknesses fundamentally requires better image models. While it
is generally hard to find good image models, finding models that are ‘good enough’
to withstand simple counter-forensics seems much more feasible.

As a starting point, single-criterion detectors can be replaced with detectors
that use image models with multiple (but not many) dimensions. This makes it
considerably harder for the counterfeiter to move an image into the right detection
region in each dimension at the same time. If the number of dimensions grows
unmanageable, machine-learning techniques may be used as discrimination functions.
It is remarkable—and somewhat reassuring from the forensic investigator’s point
of view—that so far no counter-forensic techniques are published against image
forensics based on machine learning, such as camera model identification [16].

On a more general level, also the combination of indicators from several forensic
techniques is a kind of dimensionality expansion. Already in their seminal paper,
Popescu and Farid [38, p. 146] conjectured:

“[. . . ] as the suite of detection tools expands we believe that it will become increasingly
harder to simultaneously foil each of the detection schemes.”

Nevertheless, it remains the responsibility of researchers in the field to substantiate
this conjecture with facts, and measure how hard the counterfeiters’ task will become.
For this, image forensics has to be understood as a security technique, which is
measured by its resistance to attacks.

Future proposals of new forensic techniques should consequently come with a
security evaluation. Researchers should try to attack their schemes and argue or
demonstrate how effective these attacks can be. This way, the field will develop
similar to the field of information hiding, where authors in the 1990s mainly focused
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on message integrity and imperceptibility, and rigorous security evaluations became
standard in the 2000s. New results on counter-forensics should in no way be under-
stood as “helping the perpetrators”, but they will become relevant contributions on
their own, just like innovations in cryptanalysis serve as important benchmarks to
evaluate new cryptographic systems.
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